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Abstract

Arabic Language is one of the popular languages over the world. There is 5%
of people over the world speak Arabic. However, it suffers from a low percentage of
content over the internet. Wikipedia is a very well-known multilingual, web-based,
free-content encyclopedia project supported by the Wikimedia Foundation and based
on a model of openly editable content. It is one of the greatest repositories of human
knowledge ever constructed, and has high ranks in Google that makes its pages often
pop up in search results. Arabic Wikipedia, which is part of Wikipedia website, lacks
valuable content compared to Wikipedia content for other languages. Besides, many
of existing articles are stub pages containing only one or few sentences of text that is
too short to provide encyclopedic coverage of a subject. Some researchers worked on
increasing and enriching the content of Wikipedia, but most of these efforts focused

on developing methods that process text in other languages rather than Arabic.

This research aims at boosting online Arabic content. In particular, it aims to boost the
editing process in Arabic Wikipedia. Our main objective is to develop method for
suggesting contents for Arabic Wikipedia articles either to enrich the contents of
existing stub pages or to generate new ones that contain infobox. The proposed
methods build on existing methods in Information Retrieval, Question Answering, and
Text Mining in order to extract key information from relevant documents on the web.
The automatically generated contents and the different resources from which these
contents are extracted will be available for Wikipedia editors for revision and
proofreading before adding them to Wikipedia. In this research, we focus on enriching
the Infobox which is a summary of some unifying parameters at the top left/right
corner of an article. We developed four main algorithms to extract) birth, death
)locations, (birth, death) dates and full name of entity. We have conducted many
experiments to evaluate our methods on articles about named entities in the political

domain. Our results achieved an overall accuracy of 80.3%.

Keywords: Wikipedia, Infobox, Information Retrieval
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Chapter 1

Introduction

Internet became a cultural and educational encyclopedia for all areas. It deals
with a large number of the world's languages. Nowadays, it is considered as a bowl to
publish books through digital libraries. It is currently used as a media tool for the
definition of peoples and states, since this network became the easiest and fastest way
to get the information. One of the top most popular websites is Wikipedia. It is an
online multilingual encyclopedia which contains many articles. The importance of
Wikipedia comes from the huge human knowledge about different topics and in
different domains such as; sport, politics, culture, etc. In addition, its pages are often
on the top of the search results of most search engines such as Google. There are 280
languages available on Wikipedia. Arabic language is among them. It is the most
spoken language among the Semitic languages group and one of the most widespread
languages over the world. Arabic language has a special importance for Muslims
because it is a religion related language (i.e. language of Quran, prayers, and worship

acts) (Wikipedia).

Although Arabic language is very popular, it is noted that there is a certain
weakness of its online contents. The statistics showed that the proportion of digital
content for Arabic Language is scarce and only 0.8 % of this content is in the top 10
million websites over the world (Wikipedia). Besides, Arabic language has only about
450,000 articles on Wikipedia, although it is spoken by about 422 million persons,
while, Norwegian language is spoken by 4.6 million people and has about 300,000
articles in Wikipedia (Wikipedia). Moreover, most existing Arabic articles are too
short to provide encyclopedic coverage of a subject. Such articles that belong to ‘stub’
Wikipedia category with few sentences are known as ‘stub’ articles in Wikipedia
notions. An example for a stub article is shown in Figure 1. Furthermore, many articles
in Arabic Wikipedia lack the Infoboxes on the right/left-top corners of the pages which
are usually used to summarize some unifying parameters. For instance, every politician
has a name, date of birth, birthplace, nationality, and field of study. An example for an

Infobox is shown in Figure 2. This weakness in Arabic Wikipedia can be attributed to

www.manaraa.com



slowness in its editing process. The lack of relevant resources is one of the problems

that faces the editors, and as a result affects the growth average of Wikipedia content.

The proposed research came from the Arabic language necessity. It is obvious
that Arabic language contents are not sufficient compared to other languages contents
over the Internet. Based on recent statistics, it is showed that the percentage of growth
in Arabic language content on the internet is 3% (Wikipedia). This growth is
distributed over many websites. Most of these websites receive low ranks by famous
search engines such as Google and thus they do not appear among the top returned
results. On the other hand, Wikipedia articles are highly ranked by most search engines
such as Google. But Arabic Wikipedia content on the Web is still lacking in spite of
the increased in number of Internet users in the Arab world. Besides, most Arab
Internet users look for Arabic content. Therefore, increasing the content of Arabic
Wikipedia, makes more free knowledge accessible for many users. In addition,
developing method that support the editing process in Arabic Wikipedia, accelerates
the growth rate of the contents, and empowers and encourage a global volunteer
community to develop the world's knowledge and to make it available to everyone for

free, for any purpose.

Many research works are using techniques from Information Retrieval (IR),
Question Answering (QA), Text Mining (TM), Information Extraction, and Named
Entity Recognition NER for increasing and enriching the contents of Wikipedia in
different languages, but there is a limitation in the amount of research work devoted
to Arabic Wikipedia. Most Arabic language articles are too short to provide
encyclopedic coverage of a subject. Furthermore, many articles in Arabic Wikipedia
lack Infoboxes which are formatted tables usually appear at the top left/right corners
of pages. Such an Infobox provides a summary as structured information of some
unifying parameters (e.g. name, birthdate, age, etc.) about the subject of an article (see

Figure 2 for an example).

There are some challenges facing the editing process which affect the average
growth of Arabic Wikipedia. Among these challenges are the lack of online textual
resources and structured information in Arabic language, the lack of financial

resources for editors, and the limitations in time.
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Developing method for partially automating the editing process in order to
overcome these challenges, would definitely boost the whole process and helps the
editors in their task. This method might for example provide resources and some
structured information relevant to a particular subject of an article. In this research, we
study how we can help in enriching the contents of Wikipedia Articles in Arabic
language (WAA) in an automatic way. In other words, we ask one basic question: can
we develop an automated method for suggesting contents for such articles? More
specifically, can we develop a method that suggests infoboxes (with entities such as
Full Name, Birth and Death Location and, Birth and Death Date) for WAA for persons
(e.g. S~luall sluy)?
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Figure ( 1.1 a): Examples for Stub Articles
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Figure (1.1 b): Examples for Stub Articles
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Figure (1.2): An example for an Infobox of an article in Wikipedia (red box on the

1.1 Background and Context

The research that we describe in this thesis is related to many fields:

1.1.1 Information Retrieval

Information Retrieval (IR) is a step to access information resources that are

relevant to information needed from a collection of information material (Saste &

Patil, 2014). Information retrieval uses query that does not always return a single row

of information. It returns many rows of information from database. The returned

information has several forms such as text documents, images, and videos. Information

Retrieval Field faces some challenges (Voniatis), some of them are:

a) Discovery

For any search engine, it is hard to find content if the web links are not known

previously. Usually, some pages change their web address by updating URL,

formatting, and content.

b) Storage

When search engines note that there is a change in web pages’ content or there is

anew content, it starts storing a copy of these websites pages. There are more than

trillions of web pages on the World Wide Web. Therefore, it is not an easy task to

store the huge number of content.
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¢) Extraction

We know that search engine provide users the searching service, sometimes search
engine need to extract a specific elements and attribute from the web page, this

process is not easy to do because of site architecture and content structure.
d) Modeling

This step is to transform the unstructured data into information. It uses techniques

such as machine learning to detect the patterns for helping search engines.
1.1. 2 Information Extraction

Information Extraction (IE) is a sub task of information retrieval and it focuses on
extracting structured information from unstructured one. This is based on natural
language processing. IE has a sub tasks such as: named entity recognition, relationship

extraction, and terminology extraction (Tari et al., 2012).
a) Open information extraction

Typically, Information Extraction (IE) systems learn an extractor for each target
relation This approach to IE does not scale to corpora where the number of target
relations is very large, or where the target relations cannot be specified in
advance Open IE solves this problem by identifying relation phrases—phrases that

denote relations in English sentences.

Open IE systems have achieved a notable measure of success on massive, open-

domain corpora drawn from the Web, Wikipedia, and elsewhere (Fader, etal., 2011).
b) Arabic Word Net

In recent years, a number of WordNet building efforts have been initiated and carried
out within a common framework for lexical representation and are becoming
increasingly important resources for a wide range of Natural Language Processing

applications ( Elkateb et al., 2006).

The writing system of Arabic has twenty-five consonants and three long vowels that
are written from right to left and take different shapes according to their position in the

word. In addition to the long vowels, Arabic has short vowels Short vowels are not
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part of the alphabet but rather are written as vowel diacritics above or under a

consonant to give it its desired sound and hence give a word a desired meaning.

Texts without vowels are considered to be more appropriate by the Arabic-speaking
community since this is the usual form of everyday written and printed materials
(books, magazines, newspapers, letters, etc.) and this difference make a challenges

(Rodriguez, et al., 2008) ( Elkateb et al., 2006).

Arabic WordNet is a recently initiated project that focus on building a lexical resource
for Modern Standard Arabic based on the widely used Princeton WordNet for English
Rodriguez,. (Fellbaum, 1998b) (Fellbaum, 1998a).

¢) DBPedia

DBpedia is a community effort to extract structured information from Wikipedia and
to make this information available on the Web. DBpedia allows you to ask
sophisticated queries against datasets derived from Wikipedia and to link other
datasets on the Web to Wikipedia data. It is now almost universally acknowledged that
stitching together the world’s structured information and knowledge to answer
semantically rich queries is one of the key challenges of computer science, and one
that is likely to have tremendous impact on the world as a whole. This has led to almost
30 years of research into information integration and ultimately to the Semantic Web
and related technologies. Such efforts have generally only gained traction in relatively
small and specialized domains, where a closed ontology, vocabulary, or schema could

be agreed upon.

However, the broader Semantic Web vision has not yet been realized, and one of the
biggest challenges facing such efforts has been how to get enough “interesting” and
broadly useful information into the system to make it useful and accessible to

a general audience (Auer et al., 2007).
d) Named Entity Recognition

Named Entity Recognition (NER) is to know the entities such as organizations, people,
and places from a given text. To ensure that we detect the right entity, we have to know

the relationships and the links between entities so we need to know co-reference and
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anaphoric between them. Terminology extraction is to find the relevant term for a

given text such as synonym of an existing work (Elsebai & Meziane, 2011).
1.1. 3 Question Answering

Question Answering (QA) is one of IR field applications. While each engine
retrieves documents for a particular query, QA system returns precise answer for a
particular query. Most QA systems are evaluated by comparing their results with the
results of existing search engines such as Google, Yahoo, and Bing. QA systems work
with natural language processing to return information from document by analyzing

the natural language of questions to have exact match answer (Kim & Kim, 2008).
1.1. 4 Open Domain Question Answering

In information retrieval, an open domain question answering system aims at
returning an answer in response to the user's question. The returned answer is in the
form of short texts rather than a list of relevant documents. The system uses three
techniques (1) computational linguistics , (2) information retrieval and, (3) knowledge

representation for finding answers (Hirschman & Gaizauskas, 2001).

The system takes a natural language question as an input rather than a set of
keywords, for example, "When is the national day of Palestine?" This sentence will
transform into a query through its logical form. Handling the input in the form of a
natural language question makes the system more user-friendly, but it’s hard to
implement, as there are various question types and the system will have to identify the
correct one in order to give a sensible answer. Assigning a question type to the question
is a crucial task, the entire answer extraction process relies on finding the correct

question type and hence the correct answer type.

Keyword extraction is an important step for identifying the type of question. In
some cases, there are clear words that indicate the question type directly. i.e. "Who",
"Where" or "How many", these words tell the system that the answers should be of
type "Person", "Location", "Number" respectively. In the example above, the word

"When" indicates that the answer should be of type "Date".

Part of Speech tagging and syntactic parsing techniques can also be used to

determine the answer type. In this case, the subject is "Palestinian National Day", the
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predicate is "is" and the adverbial modifier is "when", therefore the answer type is

"Date".

Unfortunately, some interrogative words like "Which", "What" or "How" do

not give clear answer types (Schmid, 2013).

Each of these words can represent more than one type. In situations like this, other
words in the question need to be considered. First thing to do is to find the words that
can indicate the meaning of the question. A lexical dictionary such as WordNet

(WordNet) can then be used for understanding the context.

For questions such as "Who" or "Where", a Named Entity Recognizer is used
to find relevant "Person" and "Location" names from the retrieved documents. Only

the relevant paragraphs are selected for ranking.

There are many models that can be used as a strategy for classifying the
candidate answers such as Vector Space Model. It Check if the answer is of the correct
type as determined in the question type analysis stage. Inference technique can also be
used to validate the candidate answers. A weight Number is then given to each of these
candidates according to the number of question words it contains and how close these
words are to the candidate, the more and the closer the better. The answer is then
translated into a compact and meaningful representation by parsing. In the previous

example, the expected output answer is "15 Nov 1988"
1.2 Statement of the Problem

Arabic language suffers from the low percentage contents over Wikipedia
Articles. Most Arabic language articles are too short to provide encyclopedic coverage
of a subject. Such pages are known as ,,stub* articles in Wikipedia notions (see Figure
one for an example). Furthermore, many articles in Arabic Wikipedia lack Infoboxes
which are formatted tables usually appear at the top left/right corners of pages. Such
an Infobox provides a summary as structured information of some unifying parameters
(e.g. name, birth date, age, etc.) about the subject of an article (see Figure 2 for an

example).

There are some challenges facing the editing process which affect the average growth

of Arabic Wikipedia. Among these challenges are the lack of online textual resources

www.manaraa.com



and structured information in Arabic language, the lack of financial resources for

editors, and the limitations in time.

Developing method for partially automating the editing process in order to overcome
these challenges, would definitely boost the whole process and will help the editors in
their task. This method might for example provide resources and some structured

information relevant to a particular subject of an article,

In this research, we need to answer these questions: "how to automatically add
Infoboxes and to provide the editors with resources, relevant to particular stub

articles in Arabic Wikipedia?"
1.3 Objectives

The main objective of our research is to develop an automated method that
recommends Infobox for Stub Wikipedia Articles in Arabic Language (SWAA). The

main objective implies some specific objectives in the following points:

¢ Data Set: we aim to collect articles from a political domain.

* Implementation: we aim to use kind of techniques and method rooted in
Natural language processing, Information retrieval to implement our method
for constructing infobox

* Demonstration: we aim to demonstrate the usage on an implemented prototype
of our system.

¢ Evaluation: we aim to evaluate the accuracy of the generated infobox.

The main contribution of this research is a prototype that has the following

features:

* it can provide the editors with resources relevant to particular stub Wikipedia

Article in Arabic Language.
+ it can construct infobox for stub Wikipedia articles in Arabic Language.

+ it can generate new Wikipedia articles with basic infobox given to it few key

words.
1.4 Signification

We can summarize the importance of the research in the following points:

10
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a) It encourages more research work on topics related to Arabic language
retrieval, mining and processing.

b) It encourages editors of Arabic Wikipedia.

c) It contributes in increasing the Arabic language content on the Internet.

d) It can be extended to help in increasing the contents of other Arabic Websites.
1.5 Scope and Limitations

The intended research helps Arab Wikipedia editor to access the relevant
articles for the targeted articles to be improved in addition to suggest an Infobox. This

affects the content of article and enhance the editing process of Wikipedia.
We can summarize the research scope and limitations in the following points:

a) Our research supports only Arabic language.

b) Our research focuses on constructing Infobox for articles on named entities in
specific domain of interest. In this research, we construct infoboxes for named
entities in political domain.

c) The process of collecting data is conducted manually as the development of
methods to automatically do that is out of our research focus.

d) The input of our proposed method is only the title or short text if available

relevant to a particular stub Wikipedia article.
1.6 Research Methodology

In this research we develop method for suggesting contents of Wikipedia
articles either to enrich the contents of existing stub pages or either to generate new
ones. The proposed method builds based on existing method in IR, QA, and TM, IE,
and NER in order to extract key information from relevant documents on the web. A
Wikipedia editing (i.e. mobile application, or portal) that implemented. The
automatically generated contents and the different resources from which these contents
are extracted suggests for Arabic Wikipedia editors through the proposed editing
application/portal. Editors can then make proofreading, revisions, extensions, updates,
and/or eliminations of these contents before updating their corresponding articles in
Wikipedia. We focus on implementing method for semi-automatic construction of
Infoboxes for stub articles in a domain of interest. Infoboxes constructs for articles on

named entities in domain of interest.

11
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The research methodology is summarized in Figure 3.1. It consists of five main stages,

as we shall describe in the following subsections.

» Studying the statistics of arabic content over
the internet

*Knowing wikipedia articles structure , stub
articles, and categories

Sl 2 e gl Lo Tl o *Selecting a domain of Interest
Interest

Stage 1: Litrature Review

Stage 3: Developing a s Dataset Collection
Method for Suggesting «Preprocessin
Contents of Arabic P SIng
Wikipedia Stub Articles Clomsiinueiing ity 5

\ 4

. ] * Conducting different experiments to measure
el Byl S et the accuracy of the proposed methods

Stage 5: Developing an * Developing an application for suggesting
application infobox

Figure (1.3): Research Methodology

Stage 1: Literature Review

In this stage we investigate the Arabic content over the Internet in order to

answer such questions:

“What are the reasons of Arabic content weakness? What is the rate of growth in
Arabic content over the internet? What is the rate of growth in other contents compared

to Arabic content? ¢

We answer the above questions by investigating and visualizing many
statistical data concerning the Arabic content over the internet particularly in

Wikipedia.

This research applies multiple sources and case studies to know how Wikipedia works
and to investigate the structure of the articles. We work with Arabic Wikipedia Dumb
and XML parsers to extract the stubs articles.

12
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Stage 2: Selecting Domain of Interest

There are many Arabic articles in Wikipedia in many domains such as politics,
society, culture, and sports. In this stage, we select one of these domains to increase
and improve its content. The selection process based on the number of Arabic stub

articles in each domain so we selected political domain as a case study.

Stage 3: Developing Method for Suggesting Contents for Arabic Wikipedia Stub

Articles

We propose an approach for constructing Infoboxes for stub articles in a

i . Datmset
Freprocessing €  Dataset D"c":'_—b Preprocessing
Collecion Callection

particular domain as the following (see Figure 4.1 for an overview):

Figure (1.4): The proposed approach for constructing Infoboxes for stub articles
Stage 4: System Evaluation

In order to evaluate the accuracy of the proposed method, we conduct different
experiments. A gold standard dataset for Wikipedia articles already having Infoboxes

will be created, and then used to measure the accuracy of the Infoboxes generated for

AR\ Zyl_i.lbl 13
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the same set of articles by our proposed prototype. Standard measures such accuracy

used in order to evaluate the proposed method.
Stage 5: Developing an Application

Finally, we develop an application for extracting information to populate infobox
from articles. In this application, editors can do the following:
a) Ask the system to automatically suggested an Infobox for a stub article
b) Update the content of the automatically generated Infobox as needed

c) To facilitate searching and editing process about selected domain by editors.
1.7 Thesis Outlines

The thesis document is structured as follows: In chapter 2 we present the
Related Work conducted in the thesis field. We present our proposed approach in
chapter 3. The implementation of the applied part of the thesis is presented in chapter
4, while Chapter 5 is about the development and testing expirements and their

evaluation. We conclude the thesis in the final chapter 6.

14
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Chapter 2

Related Work

In this chapter we introduce the Literature Review related to the scope of our

research.

We review many of related works prior works and cite many examples in the fields of

Extracting Named Entities, Enriching Wikipedia Content.
2.1 Named Entity Extraction
2.1.1 Extracting Named Entities from Wikipedia Articles

Sriurai,et al.,2009 noted that there are many Wikipedia articles that have
outdated info boxes. They conducted a technique to Improve Info boxes of Wikipedia
articles by detecting the outdated content of it. They reported that there proposed
method extracts new information by combining the pattern-based approach with the

entity-search-based approach.

Lange, et al., 2010 found that some info boxes of Wikipedia articles need to be
with more content. They introduced a system called iPopulator. It automatically
populates the info boxes of Wikipedia articles by extracting attribute values from the
article’s text. It also detects and exploits the structure of attribute values for

independently extracting value parts.

Showdown (Dekker novel)
From Wikipedia, the free encyclopedia

Showdown is a[2006; ritten by

WIKIPEDIA Ted Dekker. It is the Tirst in the series of the Showdown
The Free Encyclopedia

'Project Showdown'|Books which are~also called Author Ted Dekker
jravgation The Paradise Novels". Country United States of
= Main page N2
o= 2 Showdown is & book about a black-citaked ma America
= Contents

Marsuvees Black, that arrives in a sleepy (
named Paradise, Colorado and becomes the tal

English
» Featured content Language nglis

= Current events

= Random article of the town, and a young man named Johnny Added by iPopulator
" Drake that tries to stop his plans of destroying Seri 3 Project Showdown
searc
Paradise Genre(s)
r 1 q The story has two stories side by side. The stol icati .
Go [ Search y I Y Si ry Publication da
of Johnny Drake in Paradise, and a group of childr
interaction monastery not far from Paradise, Colorado, where the children are taught to be the next world
= About Wikipedia leaders by way of teaching through being kept from the world and taught only God's love and
= _Community porigl wawsbasonts naonlato e L ounaman huthanana ot Bl Dadicar fiogds s ibhran  ful ol

Figure (2.1): An example for iPopulator
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Zhang, et al., 2014 proposed a platform called “WiiCluster”. It’s a scalable
platform for automatically generating infoboxes, the system depends on effective
cluster algorithm based on a rich of semi-structured Wikipedia articles (linked entities)
and it’s effective in generating meaningful summarization of articles and it can

generate nearly 10 million facts

The ideas from the mentioned literature is similar to our approach but all
of these efforts are focused for English language only. Our intended research

concentrates on improving the Arabic language articles.
2.1.2 NER for Arabic Language

Boujelben, et al., 2014 found that there is a high frequency of named entities
that do not have any linked information. They also found many studies that are using
machine learning approach. They also showed that using a hybrid approach could give
more power to the result of extracting relation of Arabic named entity recognition.

They obtained promising results by using F-Score measure on their corpus.

Oudah & Shaalan, 2012 concluded that there are many systems were developed
using either of the two approaches: rule based model or machine learning with its
strength and weakness. They found that the overall performance increased by using a
hybrid approach by combining the two approaches mentioned above in a pipeline

process.

Wu & Weld, 2008 proposes system called “KOG”, it’s an autonomous system
for refining Wikipedia’s infobox-class ontology. This system solves the problem of
refinement using machine learning by using both support vector machine and a more

powerful joint-inference approach expressed in Markov Logic Networks.

Al Zamil & Al-Radaideh, 2014 proposes a method that extracts ontological
relationships. It goals extract semantic features of Arabic text, provide syntactic
patterns of relationships among concepts, and a formal model of extracting ontological

relations.

17
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Cheddadi, 2014 proposes a method to improve the current question answering
performance through surface-based and deeper approaches. The proposed approach
divided into three layers: keyword based, structure-based and, semantic-based, this

method improves the increase the importance of resource coverage enrichment.

Hammo, et al., 2002 develop a system called (QARAB) that takes Arabic
natural language question and provide a short answer, it depends on newspapers

articles as a primary source of knowledge from Alraya newspaper in Qatar.

Many researchers made efforts to improve the Wikipedia articles and Arabic
Content but not constructing infoboxes, our research is a semi-automatic method
for infoboxes extracting from Arabic Wikipedia articles. Thus, we suggest a
generated infobox for editor and then he will decide to include it in an article or

not.
2.2 Enriching Wikipedia Content

Rothfels, et al., 2011 found that there is a problem of generating recommendations
for Wikipedia articles based on constrained data. They also found many approaches
for the recommendation systems such as: collaborative filtering techniques, content-
based methods, and combine two approaches to predict the user interests. They focused
on generating the recommendation system based on content analysis. They reported
that their methods are promising for users with many likes but algorithms do not

generalize well to more constrained data.

On the other hand, (Sauper & Barzilay, 2009) found that there is a weakness in
Wikipedia content. So, they support Wikipedia articles content by creating a multi-
paragraph overview article that provides a comprehensive summary of a subject by

using text summarization technique which applied on disease synopses articles.

Torres, et al., 2013 studied DBpedia content which is extracted from Wikipedia.
They also found that many existing relations among resources in DBpedia are missing
links among articles from Wikipedia. They showed that adding these links enrich
Wikipedia content by using their algorithm which is called BlueFinder.

Sriurai et al., 2009 found that the current recommendation algorithm of related

articles on Wikipedia has a drawback. Current Algorithm missed some links of related

18
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articles. They showed that their algorithm could generate a set of recommended

articles, which are more relevant than the linked articles given on the test articles.

Yuncong & Fung, 2010 found that the English Wikipedia has many articles but
other language of Wikipedia such as Chinese has suffered from the weakness in the
content. They showed their approach which is called a synthesis approach. This
approach presents the information conveyed by an English article in Chinese language,
instead of literally translate it based on a topic-template expressed by the keywords

extracted from the English article.

Banerjee & Mitra, 2016 noticed that the increase of Wikipedia content restricted
by the availability of authors and editors but, this increase not enough for reader’s
needs. They introduce a system called (WikiWrite) that generating articles
automatically based on machine learning classifier from the similar articles that

retrieved from web.

Yuncong & Fung, 2010 noted that current English version of Wikipedia has more
than three millions of articles while Chinese version has only one tenth of amount.
Chinese articles suffer from content incoherence and lack of details compared to their

English counterparts.

They proposed an approach called “synthesis”. It is an unsupervised approach for

automatically synthesize Wikipedia articles in multiple languages.

In our proposed method, generating infoboxes depends on rule based
technique by extracting entities from current Arabic Wikipedia articles and
similar articles from the internet. Some of the above approaches use machine
learning technique, using machine learning in our approach needs a huge number
of Arabic articles as a learning dataset but the current articles on the Internet are
not enough for doing that and all of the above researches are focused on English
language only. Our intended research concentrates on improving the Arabic

language articles.
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Chapter 3

Proposed Methodology for Constructing Infobox

We propose a method for constructing Infoboxes for stub articles in a
particular domain as we shall describe in the rest of this chapter (see Figure 3.1 for an

overview):

Developing
an
Application

Figure (3.1): The proposed approach for constructing Infoboxes for stub articles
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For constructing infobox our method consists of number of phases as follows:
Phase 1: Datasets Collection

In this phase we collect both (1) the stub articles of a particular domain for which
we suggest new contents, and (2) the domain dataset from which we extract new

contents for the stub articles.
a) Collecting Stub Articles

There are many Arabic articles in Wikipedia in different domains such as
politics, society, culture, and sports. In this stage, we collect and process stub
articles in Arabic Wikipedia in a given domain. We consider stub articles from

Domain of interest.
Wikipedia provides a list of stub articles in any targeted domains.
b) Collecting Domain Dataset

There are many Arabic articles on the Internet relevant to stub articles in
Wikipedia. In this sub-phase we search for documents relevant to the domain

of interest over the Internet to extract new content for the stub articles.
Phase 2: Preprocessing

Frequently, the texts we collect are not ready for analysis. For example, we
need a short text (i.e. query) as an input but the input text so, we have to break up a
long text and extract the important key words and terms. Preprocessing is a step that

aims at preparing information to be ready for their analysis.
This phase includes the following sub-phases:
a) Text Tokenization

In this sub phase we break up the text (e.g. text of a stub article or text from

domain datasets) into tokens/words and symbols.
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b) Key Terms/Phrases Extractions

In this sub-phase we identify the key terms/phrases from the text tokens. These
key terms/phrases used later in constructing either the search queries or either
the search index. Key terms/phrases can include named entities. Therefore,
NER techniques uses to extract different named entities from the text. There
are three main method of learning NE: Supervised Learning (SL), semi-
supervised learning (SSL) and unsupervised learning (UL). The main
shortcoming of SL is the requirement of a large annotated corpus. The
unavailability of such resources and the prohibitive cost of creating them lead

to two other alternative learning methods (Sun, 2010).
1. Supervised Learning

The aim of supervised learning is to study the positive and negative
features examples of NE over a large collection of annotated

documents and design rules that capture instances of a given type.
2. Semi-supervised

Semi-supervision is still new. It’s depends on a technology that called
"bootstrapping" with a small measure of control, such as a row of

seeds, for the beginning of the learning process.
3. Unsupervised Learning

Unsupervised learning uses an approach that called “clustering”. For
example, one can try to collect names from clustered groups based on
the similarity of context and there are other different methods. The
techniques depend on lexical resources (e.g. WordNet), calculated on

lexical patterns and statistics on a large unannotated corpus.

For example, Figure 3.2 is for a stub article, and Figure 3.3 is for a
domain of interest article. Named entities that should be extracted from both

documents are in red boxes.

23

www.manaraa.com



L 4 € Ju U"""n("“!

b K ey Sy

Mu}-#—mlqﬁoﬁm'&-ﬁ‘u ; ﬁ.ﬁu‘)d&,{&-fﬁ),—‘—ﬂ‘aﬂvﬁﬂ’*»;-.ﬁ—iﬂ
i i e D e AN R Ll ) e DI e Lo Al s oy i St e 4 AR S 5D 5 B a3 Oy BB Sk D )
A LB N Ly e )

)\‘,Jﬂrww¢4}@a‘~p,,—www:w¢. ..a.a,a.'.;,u,.;x:_._ue,‘-@J-..\’-,\.;__»‘_x,.’,u)u*'.’_#
AN,

o Al QU e S D D S P ey Anad iyl P B in Gy o i Al b g ind Jind il Anil Ny A D A g g D ) o D ) D b i
P i) S J D

Figure (3.2): Named entities extracted from a stub article
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Figure (3.3): Named entities extracted from a domain of interest article
(c) Stemming

Stemming phase is used to extract the sub-part i.e. called as stem/root of a given word.
For example, the words “J", "s3¥ 5", "a3w" all can be rooted to the word "J5". The
main role of stemming is to remove various suffixes as result in the reduction of

number of words, to have exactly matching stems,

Cplasls (A il B g iS5 o
u@hg.\\,&yﬁh .

On the completion of stemming process, next step is to count the frequency of each
word. Information retrieval works on the output of this tokenization process for

achieving or producing most relevant results to the given " 5"
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(d) Text Indexing

Indexing is a technique aims at finding the results of search query easily. It is similar
to an index at the back of a book. In our research, we have a relevant articles
(Documents) in our dataset. Indexing helps in look up for search term and find
corresponding articles in documents. When we create index based document, we can
find out the matched document of search query. Indexing technique used by search

engines to facilitate fast and accurate information retrieval.
The following steps explain how indexing process:

1. Preparing text files.

Giving each text file an index.
Adding text files as documents.
Adding each documents to its index.

Giving the engine a search query.

A

Search engine searching for the index and return the matched document that

have a search query.
All of the above steps can be done by tools such as Lucene.
(e) Collecting Relations

Our goal of this step is to detect named entities that related to Full Name, (Birth, Death)
Locations, and (Birth, Death) Dates from text.

To achieve this goal, we collect a common pattern that appeared with each named
entity, all of these patterns are collected manually based on exploring different articles

from many resources as Figures 3.4, Figure 3.5 and Figure 3.6:
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Figure (3.4): Birth and Death Date Pattern Sample (Wikipedia).
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Figure (3.5): Full Named Pattern Sample (Wikipedia).
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Figure (3.6): Brith Location Pattern Sample (Wikipedia).
Phase 3: Constructing Infobox

In this phase, we aim at constructing infobox for a stub article. Suppose that we want

to enhance the stub article shown in Figure 3.7:
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Al Qs 35 il 8 il 3 s a5 1219811979 (oale G 2 el Al el Gty ot Jad Al S0 il S i ssandl 4y Al il all S ol s s o
Al Y1 Ao s e ae o) s ey e (o€ il an LY
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Figure (3.7): Example of Stub Article
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We expect to construct an info box that contains named entities as the shown in Figure

3.8:

- ")‘A‘MM ) gy iy g St A5 A S D Sl g D D g (s e ) il D gl gD e A ¢ il (s a St g
S oS iy A ol gt i St gl g S o 303 D Dt gD ALy AL S D i ) 24t e St 1960 55 g AN e S

1960 9 L5 16 TP &R | L0000 i Tade G830 L) 4 Sy e Bae ) S cy g et AR 10 00 160 D 0 T s S ) se 4y 4198141979
ol B e AL 2000 s DNy el AU 1906 JAD A £V pa BATH Ly pn Biay S pie 200 Gy 4 Sy 41090 ple JEe) N1 A Baa g

A Leipd Y A gl i il dagiie Ay ARl e LA A alaad y il Ta g Gl e g AT Ay BN g 00 e L0 i
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Figure (3.8): Example of Generated Infobox

Below is a scenario that explain the steps of constructing info box:

a. Editor will enter the search query to start searching about relevant articles. Suppose

that the short input was “sLi 532Y 5 allall aluy

During the preprocessing phase of stub articles, we have a tokenization key/term

phrases and NER steps. We need these steps to get only the name from a search

b.
query.
c. The search query will be " alball sl
d.
named entities (Persons).
e.
such as Lucene.
f.

detecting Patterns as Figure 3.9:

Our system will search for input query in the stub articles dataset, especially in

This query will be used to search for relevant documents using a search engine

Our system will extract named entities from the returned document and then

Sa

~

G 1Y 0)8 bl oSl

S Z2 4 ]
53208 @5 §1960 LI 10ilS/ iy 16 pgaf ALl jae aasi sl W
ETERT] (Vi) = FRVSENSRUTT JWE] oy
<o

O\Sa

Figure (3.9): Example of Named Entity Recognition

g. Extracting relation from the detected named entities to get the right and targeted

named entities as Figure 3.10, Figure 3.11:
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Figure (3.10): Example of Detecting Relations
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Figure (3.11): Example of Detecting Related Entities

h. The named entities will be ready to construct infobox as Figure 3.12:

o Puall e dax] plaes
1960 5D L35 4y 16 e

. T BOE 3D JhSa

Figure (3.12): Example of Expected Infobox

In order to fill the gabs in the infobox, we designed a set of algorithms, we divide

our entities recognition algorithm into the sub algorithms as a following:
A. Full Name

In some articles of Wikipedia, the name of article doesn’t reflect the real name of

entity for example, Yasser Arafat is the name of article but his real name is

(3528l s 55,0l ae 2esa), in this step we detect the full name of targeted entity from article

as the following:

1. Extracting named entities (Person) from text.
2. Segment text to words.

3. Give each entity index.
4

Search for entities that have a difference of one with the previous entity.
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5. Add entities to a list.

6. Show full name.

Table (3.1): Full Name Detection Algorithm

input: paragraph segmented to words, persons (entities)

output: Full name candidate

index =0

for each entity in entities List:
give entity an index
index++

get entities based on indexes

sort entities ascending

Below is an example that explain the steps of algorithm:

yhﬂbmmW\gﬂ\M\a}Aﬂ\u}j‘)\mJAMBJ‘}[}Q\SAU:\SJ\‘\A}‘A;&JJMY"

" le gl o cld e
1- Segment the paragraph

s)@.l.i'z\$L§§]\c‘r¢'\=\u;“‘$}.\§l\‘g_§}j)j\cm‘Mcﬁayj‘o&‘M\c@}‘&‘Qﬂcy

St ¢ sl e lipe ¢ pulycanb e Led
2- Extract Named Entities (Person)
Dhee sl cclipe ¢ byl 3 sall ¢ Cagy il e ¢ e
3- Give each word an index
10 5928l <O Cagy ) 8 dae (7 e ¢ BV 3¢5 G e il (G Aa gD e (] Camc O
Sae (10 s (18 e (17 uly ¢16 pmly 5 3mp ¢14 Lab ¢13 sgidl ]2 @3 ¢ ] il
4- Calculate distance between entities
10 8538l O Cagyll (8 dae (7 dana o 33V 5 ¢5 S d Gdall (FAa gD Je o] Gaym O Y

Dlas ¢ )gi‘ Gld je ¢ ).ulrg‘ (M»L,\s Axa ¢ Lasd ¢ i ¢ Lﬁlﬂ\s @,}uﬂ\
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The distance between each entity will be 1 as below:

Table (3.2): Calculate distance between entities

Next Word Previous Word Distance Status
S e abs (7-8)=1 T
syl e abs (8-9)=1 T
5 5al) a5l abs (9-10)=1 T
(il 8 sal) abs (10-11)=1 T
JERINEN] omly abs (17-11)=6 F

5 — Show the Final Result
M\B}M‘d}j‘)ﬂm dasna
B. Location (Birth Location, Death Location)

In this step we detect the entities location that reflect the birth and death location of

person as the following:

Extracting named entities (GPE) from text.

Segment text to words.

Give each word and index.

Searching for sentence that contain keywords (4 ¢ il ¢ a5 ¢ Lis)

Calculate distance between keywords and (GPE) entities

A

Show entity with minimum distance as a candidate.
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Table (3.3): Location Detection Algorithm

input: Extracted entities (GPE), Paragraph words, and, keyword
(s ¢ e aly ¢ L)
output: Birth Location, Death Location
min =0
for each word in paragraph sentences:
Search for keyword (%) in paragraph:
If search result == 0:
min = -1
if extracted entities == 1:
Show first entity as a candidate
else if extracted entities > 1:
Give each entity index e.g. (0) for first entity
Show the entity that has min index as a candidate
Else If search result > 0:
Call simpleRanking()

Show best candidate based on minimum distance

Below is an example that explain the steps of algorithm:

ol ey any L peid) (oA sl 3538 Cagy )l de deaa 83V 5 OlSe Gl An g e oy Y !

O 2561929 ale Gl /e d (e 0 piall 5 gl Hl1 85 alE b alg ol (e W g ¢ jlae sl o i e

a5 Ladie 5 ASIKU a8 (ile 5 1927 ale s alall ) ala s ol L Jary S QY Gaalid)
".1936 3,55 Sl Lo it aue 5 Ty @llia 5 puall) ) oall 5 4l )l o pee (e drgl Il 8 s 4l
1. Search for " s « Sl ¢ Lii ¢ A5 " using Lucene

2. The result of search for keywords is as below:

Jary O Y ualad) Y1 5851929 ale il /udane | (e G piadl 5 ) 1 G35 alal o o g asf ale Y
SISl a8 ile 51927 ale soalall L) jala 5 kel B
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3. Detect named entities (Location)
3 _alall
4. Segment the Paragraph
sel.cc a__1|c u.n.Lu.nc‘c (¢ Q...\‘)M\e‘,c @\‘)Mc ‘;¢ EJAGJ\‘ ‘;c ﬂ‘gc 5 ¢ O\c ;.ﬂéY\c 9
V"L;‘ BJAG]\‘ LA\c e 5o E‘)\éﬂ\c ‘;c d.u_JsQISc Yo U“JL“‘]\‘ OVl s g
@ﬁ&ﬂ\c@c‘;cuﬂcc 1927«
5. Give each word an index
Q“10&1)&,1\‘9}‘8@\)3\‘7&‘6@;:&3\‘5@‘4JJ‘3“20\‘1;,.1&.‘!\‘05
(20 Y ¢ 19 Gl ¢ 18 oY ¢ 17 s8¢ 16 5¢151929 <14 ale ¢ 13 @l ¢ 12 puhaneic] ]
1927¢ 30 sle ¢ 29 5,alall ¢ 28 LW« 27 sals € 26 53¢ 25 5 il ¢ 24 b« 23 Jans 22 S
35 Sl e 34 a6 33 B 30 Uil 3]

6. Calculate Minimum distance between key word ( 1) and Location Entity

Table (3.4): Calculate Minimum distance between key word ( 35 ) and Location

Entity
Key Word Location Entity Distance Status
A 3_alall abs (4-6)=2 T

C. Date (Birth Date, Death Date)

In this section we detect the birth date and the death date by matching date patterns

based on regular expression of date as the following:

1. Define date expressions.

2. Search for expressions in the text.
3. Show first date as a birth date.
4

Show second date as a death date

AR\ Zyl_ﬂbl ’
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Table (3.5): Date Detection Algorithm

input: paragraph, date expressions
output: Birth Date, Death Date
For each sentence in paragraph
If date exist and match date expressions:
Then add to list
If result == 1:
Show date as a birth date
Else if result > 1:
Show first date as a birth date

Show second date as a death date

Below is an example that explain the steps of algorithm:

aad 5 cdaalh b Ol 8 (G ) 2004 s si]1 [1] s 3ol 1929 (uhaue (24 cli e july
(il 3508l il je gyl e dase sl ) JELY) dal (e il Juail) A4S a j ey

L ay (05" jlee ol Soall dand 5 68 5380 dasa puly | e (il 48 e

1- Lucene searches for a regex pattern as below:
a. /(\d{1,2})(\s)(.{4,15})(\s)(\d{2,4})/g
2- Lucene shows the result of death and birth date

i el 2004 saadgie 11 [1]man a0 1929 (uhac (24 <li e il

D. Ranking

A ranking is a relationship between a set of items such that, for any two items, the

first is either 'ranked higher than', 'ranked lower than' or 'ranked equal to' the

second. In our proposed method we developed two ranking algorithms, the first is

simple ranking that aims at calculating the minimum distance between keywords

such as (8 si«lacliical 5) in birth, death location entity detection.
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Simple Ranking

We use this algorithm inside location algorithm to show the best candidate by

calculating a minimum distance between keyword and location entities as follows:

1.1 Segment text to words.
1.2 Giving index for each word in the sentence.
1.3 Calcuate distance between keyword and entities.

1.4 Show the entity that has minimum distance value

Table (3.6): Ranking Algorithm

input: Word No which has keyword e.g. (1), extracted entities and, paragraph

sentences
output: the distance between keyword and location entity
wordNo = min = 1
for each entity in sentences:

Give each entity index e.g. (0) for first entity
Calculate distance between word and all entities

Show the minimum value as a candidate

AR\ Zyl_ilsl )
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Chapter 4

System Technical Implementation

This chapter explores the technical side of how we accomplished system and
gives preface about the tools and packages we used. Each part of our prototype is
programmed and implemented using java programming language. Minute details

about how we implement specific part in the following subsections.
4.1 Hardware and software specifications

In the following subsection a brief detail about the hardware specification we used in
our experiments, in addition to the software tools and packages used while

implementing our sentiment analysis system.
4.1.1 Hardware specifications

The machine specifications we used is a MacBook Pro Laptop with 2.5 GHz Intel Core
17 processor, 4 cores, with 16 GB physical memory. Supported with hard disk with
512 GB.

4.1.2 Software Specifications
4.1.2.1 Java and Netbeans IDE

Netbeans is an integrated development environment (IDE), used to develop
applications in many other programming languages not just Java. Java is an object-
oriented functional computer programming language that enable programmers to
develop their applications and not giving concerns on which platform the application
will run. As it complied with bytecode that can run on any Java virtual machine (JVM)

regardless of computer architecture (Netbeans).
4.1.2.2 Lucene

It is an open source java software library for indexing and searching, it stores each
piece of data as document is essentially a collection of fields. LUCENE provides a
dynamic index and supports with highly expressive search API to index and retrieving

documents from the index (Apache).
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4.1.2.3 Arabic Toolkit Service

It is a set of NLP components targeting Arabic language. It’s developed by Microsoft
Advanced Technology Lab in Cairo, The component suite includes a full-fledged
morphological analyzer (SARF), a spell-checker, an auto corrector, a diacritizer, a
named entity recognizer (NER), a colloquial to Arabic converter, and a part-of-speech

(POS) tagger.

These components are integrated into multiple Microsoft products and services, such
as Windows, Office, Bing, Exchange, SharePoint, and Windows Phone. The ATKS
avails these components in the form of web services and associated APIs hosted on

Windows Azure (ATKS).
4.1.2.4 GATE

GATE is an open source software capable of solving almost any text processing
problem, a mature and extensive community of developers, users, educators, students
and scientists , a defined and repeatable process for creating robust and maintainable
text processing workflows , in active use for all sorts of language processing tasks and
applications, including: voice of the customer; cancer research; drug research ,decision
support ,recruitment ,web mining , information extraction and semantic annotation

(GATE).
4.1.2.5 Stanford Arabic Word Segmenter & Arabic Tokenizer

Tokenization of raw text is a standard pre-processing step for many NLP tasks. Arabic
is a root and template language with abundant bound clitics. These clitics include
possessives, pronouns, and discourse connectives. The Stanford Word Segmenter
currently supports Arabic. The provided segmentation schemes have been found to

work well for a variety of applications.

A tokenizer divides text into a sequence of tokens, which roughly correspond to
"words". They provide a class suitable for Arabic tokenization called ArabicTokenizer

(Stanford).
4.1.2.6 LingPipe

LingPipe is tool kit for processing text using computational linguistics. It is used to do

tasks like Find the names of people, organizations or locations in news, automatically
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classify Twitter search results into categories and Suggest correct spellings of queries

(LingPipe).
4.1.2.7 JWPL

Java Wikipedia Library is a Java-based application programming interface that allows
to access all information in Wikipedia. It is fast and efficient access to Wikipedia,
Parser for the MediaWiki syntax and, Language independent, in addition to the core
functionality, JWPL allows access to Wikipedia’s edit history with the Wikipedia
Revision Toolkit (JWPL).

4.2 Framework Implementation

As we gave details about our approach in chapter 3 and details about hardware and
software specification used in implementing our proposed system in section 4.1. We
want to put all together. All software development done by using Netbeans which is
an integrated development environment (IDE). Netbeans includes full support for the
java Platform Standard Edition Version 8, and also supported Java run time

environment JRES.
4.2.1 Preprocessing

In this subtask different packages were used, Lucene, ATKS, GATE and Arabic

Tokenizer. There are five main implementations for this subtask:

1. Tokenize text: The first step in preprocessing is to tokenize text. this is
accomplished by the Stanford Arabic tokenization it contains ArabicTokenizer
and TokenizerFactory classes, TokenizerFactory takes text as an input a

return a text a list of strings after tokenization.

2. Key Terms/Phrases Extraction: ATKS and GATE are used to extract named
entities from text.

3. Stemming: Arabic light stemmer from apache Lucene used for getting the
root/stem for given words in the text.

4. Text Indexing: Lucene used in this task for indexing the dataset to speed up
searching into text. This is done using set of classes such as IndexWriter,

IndexReader, Analyzer, Document, and TopScoreDocCollector. 1) Search the
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indexed dataset for given word using IndexSearcher class and QueryParser to
compose the search query. 2) The search result will be returned as a list of
documents.

5. Collecting Relations: Arabic work segment used in this task to segment the
result of first document that returned from Lucene and then our system
calculates the minimum distance between given word such as “Jy” and the

extracted named entities. This is done using ArabicSegmenter class.
4.2.2 Constructing Infobox

In this subtask different packages were used, ATKS, GATE and LingPipe. There are

three main implementations for this subtask:

1. Extracting Full Name: Gate and ATKS used in this task to detect full name
but we prefer use ATKS because it has a large dataset and gives more accurate
results than Gate. This is done wusing set of classes such as
ArrayOfNamedEntity, and NamedEntity.

2. Extracting Birth and Death Location: Gate and ATKS used in this task to
detect birth and death location by calculating a minimum distance between
keyword and location entities but we prefer use ATKS because it has a large
dataset and gives more accurate results than Gate.

3. Extracting Birth and Death Date: LingPipe used in this task to detect dates
patterns and this done by using a set of classes such as RegExChunker, and

Chunking.
4.2.3 System Demonstration

Below is a brief demonstration of how our system prototype works:

1. Editor will enter the search query to start searching about relevant articles.
Suppose that the short input was “sL& 533 5 daeas (3 (50 58 <,

2. During the preprocessing phase of stub articles, we have a tokenization
key/term phrases and NER steps. We need these steps to get only the name
from a search query.

3. The search query will be " (a8 ",
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Figure (4.1): Screen shot of our prototype

4. Our system will search for input query in the stub articles dataset, especially in
named entities (Persons).

5. This query will be used to search for relevant documents from a search engine
such as Lucene.

6. Our system will extract named entities from the returned document and then
detecting Patterns.

7. Extracting relation from the detected named entities to get the right and
targeted named entities.

8. Our system will construct infobox and suggest it to editor.
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Chapter 5

Results and Discussion
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Chapter 5
Results and Discussion

We want to evaluate our implemented approach for constructing Infoboxes for
Wikipedia stub articles. We evaluate different components of our algorithm mainly the
components presented in Section 5.1, 5.2, 5.3, 5.4 and 5.5. In the following sections,
we describe each component dataset, input/output, experiment settings, result, and

evaluation metrics.
5.1 Datasets

In order to evaluate our prototype, we constructed two gold standard datasets. The
two datasets are collections of articles in Arabic language with topics from the political
domain. The first dataset is a collection of 110 articles from Wikipedia, while the
second dataset includes 10 articles from Aljazeera.net. Each article in the Wikipedia
dataset, has an already constructed infobox. The infoboxes that our prototype produces
for the same articles are evaluated against the already constructed infoboxes. On the
other hand, we manually constructed infoboxes for the Aljazeera dataset. Again, the
infoboxes generated by our prototype for the same articles from Aljazeera are
compared with the manually constructed ones in order to evaluate the quality of results.
Our prototype uses the first few lines of the text in each article in order to extract the

relevant information.
5.2 Experiments on Dataset 1: Wikipedia Articles
5.2.1 Basic information about the dataset

* 110 political character articles.
* These articles are not stub articles.
* For evaluation purposes, the information and the infoboxes in the

articles are removed.

Our system will create infoboxes for these articles using only the first 1000 character
of the original document ignoring the rest of document. The created infoboxes by our

system will be compared to the existing infoboxes that are originally in the articles.
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Below is a sample of collected dataset:

Table (5.1): Wikipedia Dataset Sample

# | Name Full Name Birth Birth Date
Location
1) 2l ae g glale | ae op soadlae o glabe | )l /3141354 J1s5 5
3 Jl (S5 dead 0 (e ) 1935 sam
J}&.ua
2. M\ CL\SM.\JC d,ﬂ;u;\uamcbﬂ\m 3 ald) 1954 adsi 19
w‘d\
3 AlEi g el e | AldE g 3 dell e Baa g 1937 sk 2
4) on oold) daaa taaa o cpead) Cpdena sa | - 1963 bl 21
Cpanll dana (p el G Gl gy (o
G plda (o gea )l e g
sle Ve (n dielen)
@ sbal )
50 o QG A e O Gpall o SE A ae - 1962 »% 30
Cpenl) G (p dilae G S
il
6 I ul) pdala Olalu 0 ) pddla sl | ol 1948 1w 25
Ol bsad (pddds op il o
M led JT bl o
7| osaiad) ue G ) patady) e OS3 A 8 1945 i 1
L_;au.
8. Mmoo s O osal O dmw p sl | lee bl | 41940 s 18
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# | Name Full Name Birth Birth Date

Location
0 I e (g 2aal o el

9 il e YMA(JVEN JUNEoTS B a4y 1944 x4 1
Ul oand
&0 il
4 pal) dlyal
ndiaaall
3l Jlas

5.2.2 Extracting Locations
5.2.2.1 Birth Location

Input: The Testing Data-set (TD) experiment is a sum of 110 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of named entities representing birth location.

* Experiment Settings

As we mentioned in chapter 3, we use Lucene as search engine with settings below:

o Standard Analyzer
o Default Operator (AND)

We conducted 1-4 experiments during development phase, we use a data
"development data set" Arabic Wikipedia articles from a total of 110 Arabic
articles from political domain. We describe the experiments we conducted during

development and testing phase.
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* Development Phase Experiments
1- Experiment 1: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all of articles text to sentences
then calculated distance between search keyword (L « al5) and location
entities then show the minimum distance as candidate, this way wasn’t
accurate because location entity can be in the same sentence of search
keyword.
2- Experiment 2: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all articles text to words then
calculated distance between search keyword (L& ¢ 3 5) and location entities
then show the minimum distance as candidate.
* Testing Phase Experiments
1- Experiment 3: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment the sentence that contains the
search keyword (L& ¢ &) to words then calculated distance between search
keyword (L& ¢ d5) and location entities then show the minimum distance
as candidate.
2- Experiment 4: we use GATE tool in all of the above experiments for
detecting named entities, in this experiment we applied all of our

experiments using ATKS to insure and increase results accuracy.

The resulted outcomes of development phase’s experiment 1 showed that the
birth locations are not detected in most of articles. But experiment 2 showed that
the birth locations are detected more accurate than experiment 1. Therefore, we
applied the same settings of experiment 2 on experiment 3 which was conducted
on testing data-set with more performance because we search for location entity in

a short paragraph that contains keyword instead of all article.

Experiment 3: The detect birth location is 32 of 80 (80 is related to articles that
have (L) keywords) articles size and the low detected locations is related to

NER tool (GATE), Table 1,2 shown samples of detection results:
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Table (5.2): Experiment 3-Success Detection Samples

Article Name Snippet Result
Y L sm By 2Y) LSy alg EBE
B JIAaA (3 des G aad da sl Aol da sl
oAl daaa Q\AM\E%WJ} Ol gud)
Jaie A& Al Al sl dsla b aly | ulands
ool pall axn A gl B Al 303 gaudll

Table (5.3): Experiment 3-Failed Detection Samples

Article Name Snippet Result
e JT a1 dada il s A 3L R
Rl jee | s (ol B e 8 B -
claall lall aall ~lua o) el dnae il -
Jendl e alg dese G gaS) ey Al e
JURIEN ( osaill dyae 8 Al e

Basic Results:

We evaluate the quality of the generated detected birth locations by accuracy

equation:

Accuracy = Detected Articles / Total Numbers of Articles

Accuracy =32/ 80=40%
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As we show above, we have a very low percentage of detection so, to enhance

the accuracy, we use ATKS instead of GATE in Experiment 4:

The detect birth location is 65 of 80 (80 is related to articles that have (Liials)

keywords) articles size Table 5.4 shown samples of detection results:

Table (5.4): Experiment 4-Success Detection Samples

Article Name Snippet Result
iy [ESTNRE T IXPRWO B (Biad
B JIAalA (s des G el da sl Aol da sl
e ena O sl (8 il dana Al p s Al
Jadia Alla Al o slaad dsle 8 Ay | Al
ool pall axn A gl B Al 303 grudll

Table (5.5): Experiment 4-Success Detection Samples that Failed in Gate

Article Name Snippet Result

Ohed Tl o Adla i sl Aiaa Bl A

claall lall 2al) ~lua el eall A b Al £ el

Dend e alg dena G gaS) ey Al G gaS)

RIS e osaill dyae 8 Al )
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Table (5.6): Experiment 4-Failed Detection Samples

Article Name Snippet Result
O JI )y oAl i sl Aiaa Bl -

el e hsn and 5 gnm R 8 3l | Ll
Oandl (g (SEN A) 2e - d 5
[STVENAR IS dasall dAae A A Gliead)

* Improved Results

We evaluate the quality of the generated detected birth locations by accuracy

equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy = (65 * 100) / 80 = 81.25%

5.2.2.2 Death Location

Input: The Testing Data-set (TD) experiment is a sum of 110 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of entities locations.

* Experiment Settings

As we mentioned in section 3, we use Lucene as search engine with settings below:

o Standard Analyzer
o Default Operator (AND)

In order to identify theses parameters, we conducted 1- 4 experiments during
development phase, we use a data “development data set “Arabic Wikipedia
articles from a total of 110 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.
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* Development Phase Experiments
1. Experiment 1: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all of articles text to sentences then
calculate distance between search keyword (2 5 « ) and location entities
then show the minimum distance as candidate, this way wasn’t accurate
because location entity can be in the same sentence of search keyword.
2. Experiment 2: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all articles text to words then
calculate distance between search keyword (2 5 « ) and location entities
then show the minimum distance as candidate.
* Testing Phase Experiments
1. Experiment 3: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment the sentence that contains the search
keyword
(S5 « ©l) to words then calculate distance between search keyword (<le)
25 « and location entities then show the minimum distance as candidate.
2. Experiment 4: we use GATE tool in all of the above experiments for
detecting named entities, in this experiment we apply all of our experiments

using ATKS to insure and increase results accuracy.

The resulted outcomes of development phase’s experiment 1 showed that the
death locations are not detected in most of articles. But experiment 2 showed that
the death locations are detected more accurate than experiment 1. Therefore, we
applied the same settings of experiment 2 on experiment 3 which was conducted
on testing data-set with more performance because we search for location entity in

a short paragraph that contains keyword instead of all article.

The detected death location is 7 of 9 (9 is related to articles that have death
location) articles size, to enhance the accuracy, Table 11,12 shown samples of
detection results the full list of detected location extracted, we use ATKS instead

of GATE in Experiment 4:
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Table (5.7): Experiment 4-Success Detection Samples

Article Name Snippet Result
el Cppal Sy (A58 PP
(sl el e 88 Aipaay A (B
BEBIIB 358 0ol Ll (8 858
Table (5.8): Experiment 4-Failed Detection Samples
Article Name Snippet Result

Sl & sxaall Al gall Aaid gy Juied | -
alle 3
O il 4w 4501350 - = 1931 o | -
e oy (il ) Jasd
¢ Results

We evaluate the quality of the generated detected death locations by accuracy

equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy =(7/9) *100="77%

We selected the articles that have the common targeted named entities but due to the

lack of a sufficient number of articles that contain death location we ignored

experiment result from the total result.

5.2.3 Extracting Full Name

Input: The Testing Data-set (TD) experiment is a sum of 110 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of entities full name.
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* Experiment Settings

In order to identify theses parameters, we conducted 1-2 experiments during

development phase, we use a data “development data set “Arabic Wikipedia articles

from a total of 110 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments

1. Experiment 1: In this experiment, we calculated accuracy of articles from a

data set of some articles. We segment all articles text to words then detect

named entities (Person) and calculate distance between these entities then show

candidates.

* Testing Phase Experiments

1. Experiment 2: we use GATE tool in all of the above experiments for detecting

named entities, in this experiment we apply experiment using ATKS.

The resulted outcomes of development phase’s experiment 1 showed that the

named entities (Person) are not detected in most of articles. But experiment 2

showed that using ATKS in detection is more accurate than experiment 1.

The detected full name is 88 of 110 articles size, Table 5.9, and Table 5.10

show samples of detection results the full list of detected full name.

Table (5.9): Experiment 2-Success Detection Samples

(ad

Article Name Expected Result Detected Result
L (il Joad () sadi (D G B | Jaaid () gl (0 s (0 5318
G Otabes Cp s G0 (S8 G | G Olale (e G (S8

(]

Cn dana G Gl O danae A
e (p desa O Gead) G Caag

Mo (g e (g plds G Gea )

Gaa bl e (p dena Gy el G

Al ne o deaa (p plid (p
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Article Name

Expected Result

Detected Result

Y 30 o Jielan) o qubadll A

$Yse o dielen) G bl
Sl

Gl o SU ) 2e

U o Cpal) o S ) e

iled) G o dilae o

U o Cpal) o S ) e

iled) G o dilae o

O dl ) o ddla

O Oabes () O Adds )

CLY (pdasdld cp AddX

Gy o obaba ) 5 ddla

Ol Il L (ndasaad (pdada

M e I

Table (5.10): Experiment 2-Failed Detection Samples

Article Name Expected Result Detected Result
EEITPRSN EEITPRSN & stady
2y Jadla 2y Jadla 1966-1972
2080 s 2080 s dila
* Results

We evaluate the quality of the generated detected Full Name by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy = (88/110) * 100 = 80.9%

5.2.4 Extracting Dates
5.2.4.1 Birth Date

Input: The Testing Data-set (TD) experiment is a sum of 110 articles. These are
sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of birth, death Dates. Our algorithm returns the best candidate of birth,

death that provided from voting.
* Experiment Settings

We use LingPipe as a rule based named entity detector with settings below:
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a. Date Regular Expression (/(\d{1,2})(\s)(.{4,15})(\s)(\d{2,4})/g)

In order to identify theses parameters, we conducted 1 experiment during
development phase, we use a data “development data set “Arabic Wikipedia
articles from a total of 110 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments
1. Experiment 1: In this experiment, we calculated accuracy of articles from a data
set of some articles. We write a regular expression that captures dates entities from
articles then show birth date.

* Testing Phase Experiments

The resulted outcomes of development phase’s experiment 1 showed that the birth

locations are detected in most of articles.

Experiment 1: The detect birth date is 69 of 105 articles (105 is related to articles that
have birthdate) Table 5.11 and Table 5.12 shown samples of detection results the full
list of detected birth date.

Table (5.11): Experiment 1-Success Detection Samples

Article Name Expected Result Detected Result

A I el e 0 Glals 213541555 213541555
() L e 1954 ,xé 519 1954 ,xé 519
omall 5 Gelad) deas 1963 b i 21 1963 Lubwi 21
Ol 0 SO &l 2 1962 %30 1962, 30
Ohed J i o dada 1948 s 25 1948 s 25

Table (5.12): Ex

periment 1-Failed Detection Sample

Article Name Expected Result Detected Result
asaza 3l 5 1938a -
ol alad 1945 -
sise Ll sihias 1954 oo -
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* Results
We evaluate the quality of the generated detected birth date by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy = (69 /105) * 100 = 65.7%

5.2.4.2 Death Date

Input: The Testing Data-set (TD) experiment is a sum of 110 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of birth, death Dates. Our algorithm returns the best candidate of birth,

death that provided from voting.
* Experiment Settings
We use LingPipe as a rule based named entity detector with settings below:
1- Date Regular Expression (/(\d{1,2})(\s)(.{4,15})(\s)(\d{2.,4})/g)

In order to identify theses parameters, we conducted 1 experiment during
development phase, we use a data “development data set “Arabic Wikipedia
articles from a total of 110 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments
1- Experiment 1: In this experiment, we calculated accuracy of articles from a
data set of some articles. We write a regular expression that captures dates
entities from articles then show death date.

* Testing Phase Experiments

The resulted outcomes of development phase’s experiment 1 showed that the

birth locations are detected in most of articles.

Experiment 1: The detect birth date is 35 of 40 articles (40 is related to articles that
have death date) size the full list of detected. Table 5.13 and Table 5.14 show samples
of detection results the full list of detected death date.
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Table (5.13): Experiment 1-Success Detection Samples

Article Name Expected Result Detected Result

Sl il 2ana 21981 xsSi6 21981 xssi6
ealil) e Jlea 1970 iz 28 1970 iz 28
Cuai dasa 1984 (banc i 28 1984 sk 28
el Cppal 1974 sdsd 1974 sis 4
Gl 2ea] 2004 s 22 2004 Lok 22

Table (5.14): Experiment 2-Failed Detection Samples

Article Name Expected Result Detected Result
las yai 2016 -
e | 1995 -
Open ) 18544 -
* Results

We evaluate the quality of the generated detected death date by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy = (35/40) * 100 = 87.5%

5.3 Experiments on Dataset 2: Aljazeera articles

5.3.1. Basic information about the dataset

*  We collect 10 political characters’ articles from Aljazeera that are also articles

in Wikipedia, we manually collect birth, death date, location and full name

from these articles.

* We run our system on the articles from Aljazeera in order to build infoboxes.
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* We then compare the results we obtain from our system with the existing

infoboxes in the corresponding articles in Wikipedia.

Below is a collected dataset:

Table (5.15): Aljazeera Dataset Sample

# Name Full Name Birth Location Birth Date
1. Cunidene | g Cund dess ash Al Sall ol 48l | 1901 )20
2. Gyl ) - sl | 1920 811
3. il 5l | bl gl dase | A iall Aaslaal 2yl o I gl Case | 1918 Lsensd2S
4. | 2 Jlaa
- LG esShs | 1918 nwls
il
5. | STVENI Olac | 1935 midsi]4
Il
6. | Julyondads Skl A ol Anae oaagsall dal | 1948
7. | Ol cp ) - b sl 1918
obe J)
9. | alballohs | je 2eal ol alaly | 1960 w16
llall
10.]  psaredlsh | asare 5 dese Gyl s < Jw )l 1938 w1
BT
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5.3.2 Extracting Locations
5.3.2.1 Birth Location

Input: The Testing Data-set (TD) experiment is a sum of 10 articles. These are

sampled from a total of Aljazeera articles data-set.

Output: A set of named entities representing birth location.

* Experiment Settings

As we mentioned in chapter 3, we use Lucene as search engine with settings below:

o Standard Analyzer
o Default Operator (AND)

We conducted 1-4 experiments during development phase, we use a data
"development data set" Arabic Wikipedia articles from a total of 10 Arabic articles
from political domain. We describe the experiments we conducted during

development and testing phase.

* Development Phase Experiments
1- Experiment 1: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all of articles text to sentences then
calculated distance between search keyword (L ¢ 21 5) and location entities
then show the minimum distance as candidate, this way wasn’t accurate

because location entity can be in the same sentence of search keyword.

2- Experiment 2: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all articles text to words then
calculated distance between search keyword (L& ¢ 3 5) and location entities
then show the minimum distance as candidate.
* Testing Phase Experiments
3- Experiment 3: we use GATE tool in all of the above experiments for
detecting named entities, in this experiment we applied all of our

experiments using ATKS to insure and increase results accuracy.

The resulted outcomes of development phase’s experiment 1 showed that the

birth locations are not detected in most of articles. But experiment 2 showed that
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the birth locations are detected more accurate than experiment 1. Therefore, we
applied the same settings of experiment 2 on experiment 3 which was conducted
on testing data-set with more performance because we search for location entity in

a short paragraph that contains keyword instead of all article.

Experiment 3: The detect birth location is 10 of 10 articles size, Table 1,2 shown

samples of detection results:

Table (5.16): Experiment 3-Success Detection Samples

Article Name Snippet Result
i dans o sh Al Slall o 48l p sk Al
Gl ekl 5_alall 5_alall

adladd Al oS ol e | Al

clalid) g i
palill ze Jlea A Syl e SL A 4 sy
O (5 ] Oles Olas

* Results:

We evaluate the quality of the generated detected birth locations by accuracy

equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy=10/10=100%

5.3.2.2 Death Location

Input: The Testing Data-set (TD) experiment is a sum of 10 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.
Output: A set of entities locations.
* Experiment Settings

As we mentioned in section 3, we use Lucene as search engine with settings below:
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o Standard Analyzer
o Default Operator (AND)

In order to identify theses parameters, we conducted 1- 4 experiments during
development phase, we use a data “development data set “Arabic Wikipedia
articles from a total of 10 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments
1. Experiment 1: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all of articles text to sentences then
calculate distance between search keyword (4 « &) and location entities
then show the minimum distance as candidate, this way wasn’t accurate
because location entity can be in the same sentence of search keyword.
2. Experiment 2: In this experiment, we calculated accuracy of articles from
a data set of some articles. We segment all articles text to words then
calculate distance between search keyword (25 « <) and location entities
then show the minimum distance as candidate.
* Testing Phase Experiments
3. Experiment 3: we use GATE tool in all of the above experiments for
detecting named entities, in this experiment we apply all of our experiments

using ATKS to insure and increase results accuracy.

The resulted outcomes of development phase’s experiment 1 showed that the
death locations are not detected in most of articles. But experiment 2 showed that
the death locations are detected more accurate than experiment 1. Therefore, we
applied the same settings of experiment 2 on experiment 3 which was conducted
on testing data-set with more performance because we search for location entity in

a short paragraph that contains keyword instead of all article.

The detected death location is 0 of 1 (1 is related to articles that have death
location) articles size, Table 11,12 shown samples of detection results the full list

of detected location extracted, we use ATKS instead of GATE in Experiment 3:
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Table (5.17): Experiment 3- Failed Detection Samples

Article Name

Snippet

Result

Byld <l

RINIY:

¢ Results

We evaluate the quality of the generated detected death locations by accuracy

equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy=(0/1) *100=0%

We selected the articles that have the common targeted named entities but due to the

lack of a sufficient number of articles that contain death location we ignored

experiment result from the total result.

5.3.3 Extracting Full Name

Input: The Testing Data-set (TD) experiment is a sum of 10 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of entities full name.

* Experiment Settings

In order to identify theses parameters, we conducted 1-2 experiments during

development phase, we use a data “development data set “Arabic Wikipedia

articles from a total of 110 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments

1. Experiment 1: In this experiment, we calculated accuracy of articles from a

data set of some articles. We segment all articles text to words then detect

named entities (Person) and calculate distance between these entities then show

candidates.
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* Testing Phase Experiments
2. Experiment 2: we use GATE tool in all of the above experiments for
detecting named entities, in this experiment we apply experiment using

ATKS.

The resulted outcomes of development phase’s experiment 1 showed that the
named entities (Person) are not detected in most of articles. But experiment 2

showed that using ATKS in detection is more accurate than experiment 1.

The detected full name is 4 of 4 articles size (4 is related to articles that have
death location) articles size, Table 13,14 shown samples of detection results the

full list of detected full name.

Table (5.18): Experiment 2-Success Detection Samples

Article Name Expected Result Detected Result

cuad deaa il (g e Cuad (g e

eallall ol eallall jae deaf ol eallall jae deaf ol

pyrara 3 8 =9 o sara 358 dasa =9 o sara 358 dasa

clalad) | 5 lalidl il deas lalidl il deas
* Results

We evaluate the quality of the generated detected Full Name by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy =(4/4) *100=100%

5.3.4 Extracting Dates

5.3.4.1. Birth Date

Input: The Testing Data-set (TD) experiment is a sum of 10 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of birth, death Dates. Our algorithm returns the best candidate of birth,

death that provided from voting.
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* Experiment Settings

We use LingPipe as a rule based named entity detector with settings below:

b. Date Regular Expression (/(\d{1,2})(\s)(.{4,15})(\s)(\d{2.,4})/g)

In order to identify theses parameters, we conducted 1 experiment during

development phase, we use a data “development data set “Arabic Wikipedia

articles from a total of 10 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments

1. Experiment 1: In this experiment, we calculated accuracy of articles from

a data set of some articles. We write a regular expression that captures

dates entities from articles then show birth date.

* Testing Phase Experiments

The resulted outcomes of development phase’s experiment 1 showed that the birth

locations are detected in most of articles.

2. Experiment 2: The detect birth date is 8 of 10 articles Table 15,16 shown samples

of detection results the full list of detected full name.

Table (5.19): Experiment 1-Success Detection Samples

Article Name Expected Result Detected Result

Cu desa 1901 ) »820 1901 4 »420
35l cllal) 1920 ) 811 1920 ) 811
clalud) | g 1918 w25 1918 w25
ralill 2 Jlea 1918 »\ul5 1918 »ul15

Table (5.20): Experiment 1-Failed Detection Sample

Article Name Expected Result Detected Result
Oed JI ) cp dals 1948 -
Ot J) glals g 25 1918 -
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* Results
We evaluate the quality of the generated detected birth date by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles
Accuracy = (8/10) * 100 = 80%

5.3.4.2. Death Date

Input: The Testing Data-set (TD) experiment is a sum of 10 articles. These are

sampled from a total of Arabic Wikipedia articles data-set.

Output: A set of birth, death Dates. Our algorithm returns the best candidate of birth,

death that provided from voting.
* Experiment Settings
We use LingPipe as a rule based named entity detector with settings below:
1- Date Regular Expression (/(\d{1,2})(\s)(.{4,15})(\s)(\d{2.,4})/g)

In order to identify theses parameters, we conducted 1 experiment during
development phase, we use a data “development data set “Arabic Wikipedia
articles from a total of 10 Arabic articles from political domain. We describe the

experiments we conducted during development and testing phase.

* Development Phase Experiments
2- Experiment 1: In this experiment, we calculated accuracy of articles from
a data set of some articles. We write a regular expression that captures dates
entities from articles then show death date.

* Testing Phase Experiments

The resulted outcomes of development phase’s experiment 1 showed that the

birth locations are detected in most of articles.

Experiment 1: The detect birth date is 5 of 6 articles (6 is related to articles that have
death date). Table 5.21 and Table 5.22 show samples of detection results the full list
of detected death date.
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Table (5.21): Experiment 1-Success Detection Samples

Article Name Expected Result Detected Result

G dese 21981 »s€i6 21981 sl 6
(35 lldll 1970 iz 28 1970 iz 28
bl 5 1984 (ubane| 28 1984 (ubane| 28
alil) ze Jlea 1974 sd5 4 1974 sdn 4

Table (5.22): Experiment 2-Failed Detection Samples

Article Name

Expected Result

Detected Result

e J) glab 2l )

2004 S G0y ed 52 | -

* Results

We evaluate the quality of the generated detected death date by accuracy equation:

Accuracy = Detected Articles / Total Numbers of Articles

Accuracy =(5/6) * 100 =90%

5.4 Discussion of Results

We calculate the overall accuracy of each extraction algorithm in our
prototype as follows (see Table 5.23 below):

Accuracy = number of articles in both Wikipedia dataset and Aljazeera

dataset from which the entities were correctly extracted by our prototype /

total number of articles in both Wikipedia dataset and Aljazeera dataset

that actually contain the entities

5.4.1. Birth Location

Accuracy = (((65 + 10) / 90) *100) = 83.3%

5.4.2. Full Name

Accuracy = (((88 +4)/ 114) *100) = 80.7%
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5.4.3. Birth Date

5.4.4. Death Date

Accuracy = (69 + 8) / 115) *100) = 66.9%

Accuracy = (35 + 5) / 46) *100)) = 86.9%

Table (5.23): Final Result

Location Dates
Extraction of Full Name
Birth Death Birth Death
Accuracy 83.3% - 80.7% 66.9% | 86.9%
Average 83.3% 80.7% 76.9%
Overall Average 80.3%

As shown in table above, the results are very satisfactory compared to the complexity

of working with Arabic language, the lack of available tools, as well as the weakness

of the content on the internet. Achieving these results came after doing many

experiments with the help of tools such as GATE, ATKS, Lucene, and LingPipe.

We did many experiments for each algorithm in order to improve its accuracy. In the

future we will work on enhancing the accuracy of our system, try to increase number

of patterns in birth and death date detection algorithm and applying voting algorithm.
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Chapter 6
Conclusions and Future

Work
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Chapter 6
Conclusions and Future Work

In this research, we studied the possibility of supporting the content of Arabic
Wikipedia articles by developing a Semi-Automatic Method for Infoboxes

Extraction.

We studied the statistics of Arabic content over the internet in addition to
Knowing Wikipedia articles structure, stub articles, and categories. We selected a
politics domain as a domain of interest and collected a data set of many politics

characters.

We developed a method for constructing infobox, this method has a five
different algorithms for detecting Full Name, Birth Location, Death Location, Birth
Date and Death date. We faced some of challenges and limitation that affect our system

accuracy such as lack of tools and Arabic articles on the internet.

We conducted several experiments to evaluate our application and its different
algorithms. The End-to-End evaluation of application shows that it has an accuracy of
80.3%. This is very satisfactory results compared to lack of tools and researches in

Arabic language.

At future work we will work on enhancing the accuracy of our system, try to
increase number of patterns in birth and death date detection algorithm, applying
voting algorithm and extending our work with a feature of generate new textual content

for stub articles in Arabic Wikipedia.

During the work on this thesis, we started to work on “voting algorithm”. By
adding this algorithm to our prototype, we aim to improve our results. We have
conducted preliminary work on this algorithm, but it has not been evaluated yet. This
is left as a future work, but we found it would be important to present out preliminary

work on this algorithm in the next few lines.
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In brief, in order to increase our results accuracy, we collect more than one
article for each person from many resources. We apply our algorithm for the

collected articles and show the common result as a final result.

Wikipedia
Articles

Web

1- Extract named entities from all documents

2- Select the named entity with the highest frequency

Figure (6.1): Voting Process
Below is an example that explain the steps of algorithm:
B3 e smaall 3ol Cli e Cagyl ae sl [5] Ak 5 Y [1] sl & Al e
ool Al S ASISU a8 AN Blad B e ol (IS5 Ay eae alang
aal dgn (e dand s 3AN 8 A paaall o gals g Al ol A das (e ST Aidandd 550
Gl 8 Lasl 8T amy 55 il A8 5 yrall Apsdiall S (e ind ) ¢ cimand) Alile (e g i
i iy 5l b T At Al ey 4l il (al je Gl e am [6] kandill ik g
"[4].[6] S sl s o yae (e A Sl 8 S Ladie 3 gaidl ol 558 5 asall
- 1929 e 4) Jlee gl nd B ame |, &35 e 7 Jlee gl Glije s AW edll " e
(e sol) A8 g senll 55801 i pe g de Gea e dane 8 ¢(2004 s 11
<1969 Ao disdansldll ) yaill alaia (l 5.1996 ple & aiviiall ipdanldl] dyida ol Adabual) usd
1994 4w 23l Ja s 5 3 Gl ) Gla) ae S Aadaidl Jals @S jall ST 2 26 s
Cild e saa il g Ciggol) e s Al sl 5 S e anil 585 el e dana dand A1
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1. After applying our method on three articles above, the following named entities
are returned for the three articles respectively:
a) el
b) el
c) salall
2. The selected name entity is “s_#&l" since it has the highest frequency
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Appendix 1: Wikipedia Articles Dataset
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